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Abstract— We use the psychoanalytical model of the psychical
apparatus to define a unified coherent model for intelligent bionic
systems. The terms intelligence, feelings and emotions are central
topics within the fields of psychology, pedagogy and psychoanal-
ysis. When engineers use these terms, they have to consider
the concepts of those scientific fields. Our heterogeneous team
joining engineers and psychoanalysts attempts to map Sigmund
Freud’s model of the ”psychical apparatus” in combination with
Luria’s Dynamic Neuropsychology into a machine. Following up
on the first paper of this forum which outlined the state-of-the-
art in Artificial Intelligence, this paper outlines the motivation
of our new scientific step and describes visions and constraints
we have encountered to date. Research results are presented in
the following papers.

I. MOTIVATION

Today’s automation systems demand for a high number of
data points (sensors and actuators) and controllers (intelligent
units1) to meet all the requirements of the underlying process
[1], [2]. For this reason, they can no longer be based on
stand alone (central) systems, but have to be handled by a
multitude of sub-systems leading to a distributed approach.
Specific considerations for control units of (high dynamic)
sub-processes (such as safety issues for drive control systems
dedicated for aeroplanes or cars) are not within the focus of
this paper. This work has its origin in the ”Smart Kitchen
Project” started in 1998. The initial idea was to perceive
scenarios typically found in a kitchen and adequately react
to dangerous situations. Special emphasis was put on the
use of readily available technology (i.e., fieldbus systems for
data collection, and databases for storing scenarios). Several
people (e.g., [3]–[7]) contributed to answer the following two
questions:

1) What technology can be used for a straightforward
realization?

2) Where is basic research necessary?
The ”Smart Kitchen Project” was followed by a European
Union funded project called SENSE (”Smart Embedded Net-
work of Sensing Entities”), which started 2006. Beyond this
successor the team has started several European independent
projects, presented in the following papers. From our point of
view, it is mandatory to get neuro-psychoanalysts involved in
our efforts at the cutting edge. Therefore the integration of
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such experts is a condition-sine-qua-non for all further work
in this field [8].

In response to such needs we aim to develop a holistic
model for automatic control of processes that tightly interact
with human beings and their environment, such as robots that
support, for example, persons suffering of dementia. Here,
decisions concerning the overall context (e.g., ”safe cooking”)
are necessary. Such decisions can, mainly for two reasons, not
be obtained through the traditional way when defining control
algorithms. Firstly, the involved parameters are numerous and
can sometimes not even be described formally. The second
reason is that the memory systems of traditional control
systems are much too insufficient for the kind of control
algorithms needed in this project.

Researchers from the communities of AI (Artificial Intelli-
gence) and CI (Cognitive Intelligence) have taken a similar
approach, as described in the previous paper [9].2 At the
beginning they adapted the psychological principle of sym-
bolization resulting in knowledge representation. Then, in a
second phase, statistical methods and learning algorithms were
applied [6]. During a third phase they concentrated on the term
”embodying”, realizing that the human mind depends on an
individual body (independent whether it is virtual or not). At
that time, one goal was to implement a representation of the
world into robots where data from the outside are captured by
sensors and robots operate relying on their internal knowledge
base. The current fourth phase can be characterized by the
search for definitions of emotions and corresponding feelings,
and a possible way to implement them.

A holistic model integrating emotions and feelings (terms
as e.g. used by Damasio in [10]) into the technical realizations
of intelligence is still not existent. We aim to include psycho-
analytical models, by this starting a fifth phase. Our work is
inspired by Sigmund Freud who was the first to develop a
model of a ”psychical apparatus” and its behaviour. We aim
to obtain a technical realization of the psychoanalytical model
of the mind, thus following a bionic approach.

II. PREMISES

Within the last decade efforts have been intensified to
correlate psychoanalytic models with modern neuroscientific
concepts [11] (this intricate step has been appreciated and
accepted.) The International Society of Neuro-Psychoanalysis
was founded as a scientific society dedicated exclusively to
this mission [12].

2Following the demands of the Engineering and Neuro-Psychoanalysis
Forum (ENF) three papers shall provide the basis for this endeavor.



Fig. 1. Transfer of the models into the engineer’s world

A further linkage between completely different scientific
fields, namely neuro-psychoanalysis and the engineering sci-
ence, will possibly lead to ”cultural” difficulties. Psychoanal-
ysis is still facing strong (also politically formed) reservations
in the scientific community. Moreover fundamental principles
and approaches from AI and CI have to be re-considered for
this project. Therefore, it seems necessary to define several
premises for this endeavour.

• Premise 1: Eventually, all functions of the brain/psyche
will be understood. In the long term a modelling of all
functions will be possible [13].

• Premise 2: Science in general and specifically neuro-
science have traditionally declared that subjectivity can-
not be studied in a scientific way [14]. Indeed, attempting
to study subjectivity one is confronted with the enormous
challenge that subjective experience is directly accessible
for the subject only and can never be directly observed
and measured by an outside (objective) entity.
Nevertheless we share the psychoanalysts’ opinion that
those subjective processes, which were left out by the
neurosciences, have an immense and crucial meaning
for the understanding of mental life. We acknowledge
the extraordinary difficulty of the scientific approach to
subjectivity by the psychoanalytical method of indirect
observation and interpretation. The resulting model of
a psychical apparatus is in our opinion still the best
available model and shall serve as the base for further
studies in this field. Thus, science has to take on the
challenge.

• Premise 3: The final engineering model has to be coop-
ersatively developed by engineers working together with
experts in neurology, psychoanalysis, pedagogy and psy-
chology. We have to consider that each community has
its own culture, methods and ways of thinking, and make
every effort to ease the inter-community communication
difficulties. The scientific methods and concepts of the re-
spective scientific worlds must be mutually acknowledged
and respected. The task of the engineers has to be to study
possibilities of simulating or even emulating the psycho-
analytic models, and if successful, to find methods to put
them into practice. The task of the experts in the neuro-
psychoanalytic field must be to define, together with the
engineers, a model, which satisfies the requirements of
engineering (Figure 1).

• Premise 4: If a complex organ, such as the psychical ap-
paratus, is to be simulated or even emulated, a consistent
model must be available. It is not acceptable to combine
different descriptions of functions and types of behaviour
from various scientific approaches to the understanding of

the mind (e.g., [15]) without evaluating the consistency
of their combination.

• Premise 5: Sigmund Freud designed a functional model
of the psychical apparatus with disregard to all anatomical
and physiological correlates. He expected his contempo-
rary colleagues to share this approach while working with
or on the model. Similarly, the engineers working on this
project expect the psychoanalysts, in their work-groups,
to form purely functional descriptions and to disregard
the actual technological creation. It is quite evident that
the engineers do not work with RNA, transmitters, and
neurons but rather with silicon, transistors, controllers
and computers. As much as the models rendered by
the neurosciences are valuable inspirations for the actual
technological realization, engineers would mostly refrain
from any ambition to tackle the sysifus task of copying
the biological systems.

III. MODELS

Algorithms used in AI and CI are based on symbolic logics
and mathematical principles, respectively, which give them a
key advantage: they are understandable and can – to some
extent – be verified. Thus, contradictions can be excluded.

Experiments in psychoanalysis are not repeatable in a direct,
trivial way. As already mentioned, subjectivity cannot be
directly observed and reproduced in an objective way, although
broad patterns can be extracted using statistics encapsulating
the essence of several observations. Scientists have therefore
decided to leave out subjectivity which they thought was
not fit for scientific inquiry and opted for using statistical
methods which allow distinct predictions. On this base specific
behaviour can be described in a clear way, but with the
disadvantage of losing sight of the overall context. A unified
and holistic model of the functionality of the mental processes,
and how they work is still lacking. In the field of psychology
and pedagogy many facets are explainable, but these facets
cannot be put together to an overall model. For simulation or
emulation an overall model is necessary.

The neurologist Sigmund Freud came to understand the high
complexity and significance of the psychological processes
that he found in his patients when focusing on their subjective
experiences [16]. At the same time the neurological knowledge
and the means of technical investigation of his time seemed to
him to be much too insufficient to allow for a correlation of
subjectively observed psychological processes with anatomical
structures and physiological events in the brain. He therefore
decided to observe the subjective psychological processes and
interpret them in order to design a functional model of what he
called the ”psychical apparatus” completely disregarding the
physical side of the equation. He named the so founded field of
science ”psychoanalysis”. Departing from the existing schools
of thought of his time, and specifically from the reductionist
attempt of narrow localization, Freud defined instances of his
apparatus like EGO and ID and their dynamic interplay. In his
research work he analyzed the behaviour of human beings and
tried to explain their emotional and motivational aspects. Freud
felt that the necessary correlation of his functional model of the



psyche with neurological processes must be postponed until
more knowledge and suitable technology was available.

Indeed, increasing efforts were launched to find such corre-
lations. For example, A.R. Luria [17] developed his dynamic
neuropsychology on the base of Freud’s neuropsychological
thoughts e.g., in his aphasiology. Luria’s ”objective” research
is accepted and held in high regard in the neuroscience
community.

Luria’s work is of high importance for the integration of
psychoanalytic and modern neuroscientific concepts specifi-
cally focused on by M. Solms [18], [19]. The results of these
activities are of crucial importance for the authors when trying
to bridge the gap between the research fields of the sensor
and actuator areas and the ”higher functions”. If the idea
is to develop a technical concept, this part is an important
component for the whole chain of units.

If we are ready to accept these ideas, we have precise
constraints which allow tackling the realization of the assumed
model.3 We aim to describe the brain with only one consistent
model integrating three models.

Model 1: Neurological model (as a base for a model of
communication, information flow and simple control functions
of the human body)

The central nervous system can be roughly differentiated
into two units, the brain and the peripheral nervous system.
The brain, i.e., the ”master station”, is, from the point of view
of computer technology, totally decentralized. Each neuron
can be seen as an autonomous controller. The peripheral
nervous system, connecting sensors, actuators and the brain,
has communicating, but to a limited extent also computational
functions.

To get an understanding of the operating principles of the
brain, neurologists and biologists analyzed the topological
structures and networking. Their results were previously the
base for AI to design neural networks. However, this method
offers only a limited chance for huge complex systems, a
serious drawback if we realize that a human brain has billions
of neurons. In the area of biology it is an efficient way
to understand the information system of animals like bugs,
flies or worms, which have only a small mass of neurons.
Nevertheless, it is illusionary for the not so distant future to
hope that scientists will be able to understand the connection
between hardware and the higher functions of a brain like
consciousness, if they follow this way of thinking – regardless
of wild speculations.

The neurological knowledge can serve as model, to under-
stand the lower level of the brain – if we assume a hierarchical
brain system for the lower levels [20].

Model 2: Psychoanalytical model (as a base for a functional
model of the psychical apparatus)

As mentioned above neurologists such as Freud and Luria
recognized very early [17], [21] that the higher brain functions

3It is necessary to point out again that this paper of the ENF should not
explain the whole context and all the details, which were worked out up to
day. The goal is only to present the idea of the new research step and the
vision of it.

must be modelled as functional, dynamic systems. The psycho-
analytic theory is based on the idea of a psychical apparatus
being a functional system but as mentioned before contains
no models of anatomical systems or physiological processes
correlating with the mental processes.

A considerable gap between both models opens up which
makes a further model necessary to bind model 1 and 2.

Model 3: Link between the neuron system and the psychoan-
alytical model (between model 1 and 2)

A decisive point in modelling the mental system is the
correlation between the psychological processes and the phys-
iological processes of the nervous system. Knowledge about
this will considerably increase our understanding of the mind.

We will adhere to Freud’s idea of this relationship which
is fundamental to his entire psychoanalytical concept. The
fundamental proposition, so elaborately discussed by Solms
[22] is that mental processes are in themselves unconscious.
Consciousness is a mere reflection or perception of mental
activity. The psychical apparatus has two perceptual surfaces
generating the totality of conscious experience: One surface
is directed towards external objects and the processes they are
involved in representing the existence of things including our
physical body and proprioception. The other surface is directed
towards the inside perceiving psychical states that represent
processes occurring inside ourselves.

Consciousness serves the perception of both classes of
sensory input. These two classes are registered on two different
perceptual surfaces, one facing outwards, the other one inward.
These surfaces are hierarchically equivalent. One does not
produce the other. They have rather qualitatively different
ways of registering reality, which, as I. Kant reminds us, is
and will always remain unknowable in itself. Therefore what
we perceive as a physical object on the outside – the brain
– appears as a subjective psychical world viewed from the
inside; one and the same thing – the psychical apparatus –
perceived from two different perceptual surfaces (cf. [23],
p. 141).

Based on this proposition the authors of [24] have tried
to find a first bridging theory. Today this approach must be
tackled in a more differentiated and modified manner.

In the field of computer technology a connection between
hardware and software is relatively easy to define unam-
biguously, if one only considers the aspect of the system
description. It means that this part of the system can be defined
as a link (or interface), if it is possible to describe this part as
hardware as well as software (both are abstract formalisms).
The microprogram control unit of the microprocessor can be
regarded as such a part. This unit – because it is pure hardware
– can be described by a hardware description language. On the
other hand – because of efficiency reasons – the program of
this unit is nowadays usually described in a microprogram
language, which is specific for the respective microprocessor.
So, in this way the microprogram unit represents the link
between hardware and software.

The microprogram unit is the complex control unit for the
microprocessor, and represents the base on which the higher



Fig. 2. Functional models for transfer and computation of data in both worlds
with different levels of abstraction

level software is mounted. These function levels (above the
microprogram) are the drivers, which are part of the operating
system, the operating system itself and the application units4

of the computer.

Beside the hierarchical configuration of the functional units
in a computer system, the different languages can also be
ordered in a hierarchical way. The machine respectively the
assembler language is situated above the microprogram. All
of them are hardware specific. Above them the high languages
are defined, and in the next level the functional languages [25],
[26].

According to [11], [17], [27], one can regard the lower
functions of the brain as a system of (abstract) hierarchical
levels. The cortical regions can be differentiated into three
areas (cf. Figure 2): Luria defined the primary region as
the projection field, which receives data from sensors, and
sends commands to actuators; for higher order processing, the
association field and as a next higher level the comprehensive
regions. This classification may help to describe different
levels of abstraction and integration from neurological units to
higher functions in a way analogous to how computer systems
are designed.5

Hardware and software are functional units combined by a
hardware/software interface (microprogram). In order to allow
matching the computer model and the model of a human mind,
both models have to be defined in a transparent and strongly
modularized way. However, we have to keep in mind, that
we will never be able to compare each level 1:1. The unified
view on both models must be comprehensible for all parties
involved, the engineers and the neuro-psychoanalysts.

Our proposal is to use symbolization as the interface be-
tween model 1 and model 2 which will be explained in detail
in the next section.

4Application units are systems like word processing applications or pro-
grams which control machines.

5We have to consider that computer systems are described in such an
accurate way because the designer possesses tools for all different abstraction
and language levels. The computer expert usually synthesizes systems and
does not analyze them. The neurologist and psychoanalyst try to understand
nature which means they have to go the opposite way which is incomparably
more difficult.

Fig. 3. The process of symbolization: condensation of sensory input to higher
order symbols

IV. SYMBOLIZATION OF THE OUTER WORLD

Invoking ideas of [27]–[29] a model which was already
partly presented in [1], [24] is useful. Human beings’ actions
are based on experiences and their own behaviour learned in
past scenarios. The infant acquires knowledge of the outer
world by learning processes. This means that the embryo and
infant cannot perceive raw data from the outside world. The
flood of data coming from all its sensors is initially extensively
diffused. The infant has to learn to transform perceptions
of outside objects and the processes they are involved in
into symbols of rising levels of abstraction (Figure 3). The
representation of the Self and the outside world is increasingly
composed by the process of symbolization (in the projection
field) producing integrated images (in the association field).
Thus, two function units can be differentiated: one unit where
all symbolized objects are memorized and the representation
unit which will be described in more detail in the next chapter.

To understand Figure 3 one has to consider that the output of
the eye6 (after the neuron layers in the eye) are not pixels like
a camera, but only characteristic values like areas, edges or
arcs, which the brain combines to form images. Images of the
inner world may thus be regarded as a matrix (collection) of
symbols [29], which are again assembled in the representation
unit.

According to [28] it was an immense achievement to find
out that the embryo and the infant first have to learn, from
the diverse, incoming dataflow, to compose all the images.
In this case we do not only speak about optical and acoustic
stimuli, but also about images of the olfactory organ, sense
of touch and images of the motion of the own muscles. The
embryo and infant are not able to differentiate between the
physical inner and outer world. In the beginning they only
understand one holistic image of the inner and outer world as
one whole object. The perception of objects and their dynamic
behaviour are a computational ”work” of associated images by
an incoming data flow and the data from memory (Figure 4).
The human being ”sees” a virtual image which is the result of
a complex computational neural process of matching incoming
data against stored information/knowledge.

6The following statements are valid for all senses.



Fig. 4. Assembling of images in the inner world [30]

We refer to the representation process, including the asso-
ciation of images as ”the image handling” (in the association
field). It can be regarded as the base for all higher functions
of the mental process which are described by the psychoan-
alytical model. How this image handling could work on the
base of neural networks has to be investigated. However, this
is not within the scope of this article.

It is important to differentiate between ”perception” and
”recognition”. Perception uses symbolization only. In contrast
to human beings, bugs and worms only have few neurons.
Therefore, it seems to be reasonable to assume that these
creatures rely on (simple) symbolization, which is also a
principle of the lower level functions of human beings. These
lower level functions can be described by means of mathe-
matical algorithms such as fuzzy logic algorithms or statistical
methods at the sensors level, and with symbolization above it
[6], [7]. For the association of the pictures AI offers different
procedures, which can be partly solved using hardware and/or
software. To find optimal solutions for this will require much
effort and will still remain a difficult task. In our model
”recognition”, in contrast to perception, involves feelings.

V. EXTENDED MODEL: ASSOCIATION AND PROJECTION
FIELDS – EMOTIONS AND FEELINGS

The models of the psychoanalysts and their modularization
of the psychical apparatus may be sufficient for their work,
and it was also the base for our first research steps. However,
we had to realize soon that the functional units, as they
will be described in the following papers of this forum,
were not differentiated and distinct enough for a technical
mapping because the single units were too complex for a
clear technical definition. Psychoanalysts have solved the
problem for themselves by using different models, which they
defined from different point of views. As the engineers are
only able to work with one unified model, their task is now
to look for further concepts. These concepts should further
refine modularization of the psychoanalytic entities without

Fig. 5. Abstraction levels for computed data

contradicting them [31].7

Solms differentiates between simple or primary conscious-
ness (PC) and reflexive or extended consciousness (EC) (cf.
[11], p. 95). This hierarchical concept is brilliant and extends
Luria’s structure. The primary consciousness fulfils the re-
quirements of Luria’s projection and partly association field.
The extended consciousness corresponds to Luria’s compre-
hensive field. All information, which is captured by sensors,
will be supplied to the primary consciousness. Perception is
in this meaning the presentation of sensory data condensed
by a symbolization process like the symbolic information wet
or hot (cf. Figure 3) or like a data field of characteristic
values of an optical or an acoustical image of the outer
world like the object wardrobe. Images of the inner and outer
world are composed by symbols. The different images of the
optical, acoustical or olfactory channels are in such a way
pure logically and mathematically computed data, composed
by symbols of higher abstraction levels (Figure 5). Scenarios
are short sequences of images and will also be memorized in
the brain like the images. A much higher level of intelligence,
the comprehensive field [5], is necessary for acts which are
represented in sequences of scenarios, which composing must
be a much more complex function.

Furthermore, a representation field (representation layer),
which is the perception unit of intelligent creatures (as ex-
plained in the previous section), is situated in the association
field. This unit gets data from the outer world and elicit the
association of images and scenarios at the same time which
were developed in the past. Both these input resources, the
channel with data coming from outside and the data associated,
are combined and develop these images and scenarios which
we believe to perceive. The process can be seen as a pure math-
ematical procedure. The result is assembled unconsciously.
What we perceive is therefore not the optical picture, passing
the lens of the eye, or the sounds, passing the eardrum, but an
image of the world which the intelligent subject has developed
by means of a complex procedure with different kinds of
data (Figure 4). The science of today is not able to say how
much percent of the input is coming from outside and how
much from the database. We assume that the biggest part of
these images comes from the ”knowledge base” of our brain,
because the throughput of sensor data is poor in opposite to

7We believe that mixing several models will not lead to a feasible solution.
Although interesting. for further technical realizations, such ”mixed” mod-
elling would bring to great confusions from the psychoanalytical persoective.



all the images and scenarios which we are able to see in a fast
sequence.

As mentioned before, insects only have a few neurons in
contrast to human beings, and similarly perhaps a projection or
association field but never a comprehensive field. They react in
a purely ”mechanical” way, similar to our concept of a robot.
This means in the language of electrical engineering that only
control loops (mathematical models) and/or if-then-rules (logi-
cal reasoning) are the base of their intelligence. Damasio wrote
in [32], that a typical representative of such an operating mode
was Mr. Spock a well-known science fiction character from the
Star Treck series. It is interesting that he was presented to be
superior to human beings. ”He was (nearly) not influenced by
feelings.” In contradiction to this Damasio wrote, that nature –
in a Darwinistic view – tells us exactly the opposite. Feelings
are the base for the comprehensive field and therefore the
base for a high intelligence. The behaviour of Mr. Spock
is only understandable in a mathematic/logical reasoning. In
comparison to the human beings’ Spock’s performance is
much poorer. A human being is capable of much more which
turns out to be a selection advantage.

Nature developed the comprehensive field. For the evolution
of human beings it was a very important step to set the
comprehensive field above the projection and association field
which allows the formation of the Self [11].

When constructing a hierarchical resolution, the reflex arc
could be placed as a simple control loop into the lowest
”intelligence level”, as Norbert Wiener has already described it
[33]. The projection and association field could be placed into
the next higher level, the comprehensive field into the highest
intelligence level. It is obvious that especially the upper
two levels have to be differentiated and further modularized
into sub-levels and sub modules. The comprehensive field
is even more complex than the projection field [34]. The
core functions of the projection and association fields, namely
representation, memorizing of images and scenarios, and sym-
bolization occur in the comprehensive field too. However,
the decisive aspect is that the comprehensive field needs to
be constructed with at least two representative layers, which
means that in our approach the mental system will include
three representation layers at least: the first being the emotional
representative layer in the association field, next the repre-
sentation of the outer world, and finally a representation of
the Self. Thus, consciousness also means that the subject sets
itself in relationship with the outer world. The human being is
seeing itself as a person vis-a-vis of the outer world. He or she
is something distinct from it. Because the representation of the
Self can only be developed by images, it is easy to assume that
the Self is again nothing else but a vast collection of images
and scenarios [35], and the representation of the Self at any
given moment is only a short snapshot of a huge number of
various images and scenarios permanently changing.8 These
images and scenarios can be associated ”all the time” from our
knowledge base, triggered by symbols, coming from the inside
world but also formed by data coming from outside. This is

8Here it becomes understandable that because of the huge number of mem-
orized various outer worlds and the Self images and scenarios, experiments
with human beings are not repeatable like physical experiments.

what makes the human being so difficult to describe. He cannot
be represented by only one image or a single algorithm. A lot
of contradictory images can be memorized. The image of the
Self is specifically formed by images and scenarios, which
were laid down as memories in the beginning of a human
being’s life and are never forgotten [11].

The representation of the Self has two disadvantages, one
being that the images are from the past all the time (in contrast
to the outer world) and the other, that it is very difficult
to superimpose them with newer ones. There is always a
difference in how one sees oneself compared to reality. This
poses a special problem for engineers during the phase of
implementation.

To be able to take the first step into the direction of a
psychoanalytic inspired bionic system we will start from the
question: How can feelings be defined in contrast to emotions
and how do emotions work in the comprehensive field [36]?
As explained above, the research team in Vienna [5] defined
emotions as symbolized data (in the projection and partly
in the association field). They are value-free and inform the
”process”, representing the creature, about physical states and
behaviour. The snail senses whether it is wet outside, the fly
senses whether the air flow is rough.

Feelings, as opposed to emotions, are valuations. In the
comprehensive field, symbols connect feelings with valuated
images and scenarios. Symbols, images and scenarios are
memorized in a ”weighted” way. If a symbol is formed,
it associates not only a reaction image in the projection
and association field but also images from the inner world,
which are images from the past. They are evaluated and then
linked with the Self (a term as used in psychoanalytic theory)
creating a new feeling, which is a complex cumulative value.
Depending on the current inner state an input from outside
initiates a particular feeling which depends on the knowledge
of the past. This is why repeatability in experience with the
human psyche is so hard to obtain.

With these notions it is also possible to differentiate between
perception and recognition. The Vienna team applies the
definition that perception (achieved by sensing) is situated on
the level of projection and association field and recognition on
the level of comprehensive field and this has something to do
with feelings.

VI. OPEN QUESTIONS AND PROPOSAL FOR TECHNICAL
REALIZATION

Three representation layers have been identified by the
Vienna team (see Section V): one for the projection and
association field and two for the comprehensive field. It is
a hypothetical model and needs to be proven. The idea was:
Following our definition that the projection and association
fields do not include feelings, the representation layer for both
fields can be seen as a simple architecture [3], [5]. Incoming
symbols are classified according to elementary sensations,
e.g., colour, brightness, loudness level or heat [37]. After a
first ”computation” – for fast reactions – they can trigger
an action depending on the scenario which is recognized
(which also means that the outside scenario must be similar



Fig. 6. The two different representation layers of the comprehensive field
(S: Symbolization)

to the memorized scenario). For these steps, not so complex
algorithms can be applied [3].

The upper representation layers are much more compli-
cated. Feelings are involved. The scientific literature of neuro-
psychoanalysts does not provide an answer clear enough for
the kind of model engineers need for technical realization. We
know that the task of these representation fields are to take care
for what we can ”see” or ”smell”. We engineers understand
that these representation fields play a decisive role for the
human being’s consciousness. One representation layer is
responsible to ”see” the Self, the other for the physical body in
the outside world (Figure 6). In this sense the Self is a virtual
person, an understanding of oneself, strongly influenced by
the own homoeostasis. However, there are a lot of upcoming
questions, which cannot be answered at present. How are the
images and scenarios for the representation layer of the Self
composed? What stands behind the symbol ”Σ” in Figure 6?
Must be differentiated between emotions and feelings in the
model? What is a representation field? Solms writes in [11]:
”If the brain is dreaming, the data channel coming from
the sensors are turned back to the knowledge base, and the
brain initiate itself to deliver images and scenarios to the
representation field”. Who determines the first images and
scenarios? What effects the course of the dream? The answers
to these questions psychoanalysts can provide are not sufficient
for technical realization.

We have to find solutions for all these questions to be able
to synthesize the model with the different facets.

Excluded issues

More difficult topics like learning, forgetting, sex-specific
differences and sexuality are not addressed for the moment.
Today, the team concentrates on the simpler aspects of the
psychoanalytic models, which seem to be technically solvable.

Constraints of the model

Following a bionic way of thinking, we as engineers try
to emulate the architectures found in nature. However, it is
not within our goal to copy them. As such it is definitely not

the goal of our research work to copy the human being. We
consider this issue to be a matter of philosophical and ethical
concern.

VII. CONCLUSION

The present project has the goal to adapt, simulate and
to emulate parts of the psychoanalytic model for bionics
applications. If we try to formulate and prove all upcoming
questions carefully, then a possibility to map the principles
into the world of engineers is realistic.

Currently, control systems lack the possibility to perceive
complex scenarios. Damasio’s idea that the development of
a comprehensive field was a necessary step is consistent
with Darwin’s principles [10]. So far, engineers have used
bionic approaches. Also, AI was successful in taking over
neurological principles. Starting from the current state of the
art we aim to go one step further and analyze higher functions
of the brain together with neuro-psychoanalysts. In anticipate
that this will help to describe complex scenarios for all kinds
of automation systems in a better way.

Besides automation systems, we also expect the appli-
cability of our model for various other application fields.
Take the long standing research field of speech recognition
as an example. Often, research institutes have announced a
breakthrough, but each time the real success was more than
modest. Elaborate algorithms based on semantic rules proved
insufficient to tackle this complex problem. Thus, the success
story of speech recognition systems is still limited, although
they are applied in restricted domains (e.g., medicine). A
universally applicable machine which understands sentences
from independent speakers does not exist to date. We would
like to support a radical shift in approaching complex problems
such as speech recognition by bringing to the attention of the
engineering community works overlooked from the field of
psycho-analysis, such as Sigmund Freud’s ”Zur Auffassung
der Aphasien – eine kritische Studie” [21] in which he
criticised 100 years ago the neurological models of that time.
Without question, neurology has made big progress up to date.
However, we believe that if engineers read this fundamental
paper of Sigmund Freud they would have considered the
speech recognition problem in a different light which involves
feelings and perception as delineated in this paper.

We claim this would have been a better starting point not
only in the development of speech recognition systems.
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