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ABSTRACT. An approach to dynamic collaborative clustering in multi-agent systems is proposed. The approach determines the optimal configuration of an emergent virtual organization by clustering the best partners for each activity contributing towards the organizations’ goal. The approach consists of two parts. On one side, in a dynamic, ever expanding agent domain it performs an open evolutionary search for the best possible partners to be added to the organization, while on the other side it uses fuzzy entropy minimization to continuously maintain the optimal configuration of the partnering agents in terms of their interactions to best fulfill the global goal of the organization. 
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1. INTRODUCTION

A multi-agent system (MAS) is regarded as a dynamical system in which agents exchange information organized through reasoning into knowledge about the assigned goal [1]. Optimal knowledge corresponds to an optimal level of information organization and distribution among the agents. It seems natural to consider the entropy as a measure of the degree of order in the information spread across the multi-agent system [2]. This information is usually uncertain, requiring several ways of modeling to cope with the different aspects of the uncertainty. Fuzzy set theory offers an adequate framework [3] that requires the use of generalized fuzzy entropy [4]. One can envision the agents in the MAS as being under the influence of an information “field” which drives the agent interactions towards achieving “equilibrium” with other agents with respect to this entropy [3]. The generalized fuzzy entropy is the measure of the “potential” of this field and equilibrium for the agents under this influence corresponds to an optimal organization of the information across the MAS with respect to the assigned goal’s achievement. When the goal of the MAS changes (due to unexpected events, such as need to change a partner, machine break-down, etc.) the equilibrium point changes as well inducing new re-distribution of information among the agents with new emerging agent interactions. 

In this paper we introduce a fuzzy evolutionary approach that enables dynamic virtual clustering of agents into the optimal configuration that addresses the overall goal of the system at every moment. The approach is based on evolutionary search for the agents that best fit the optimal configuration, which in turn is determined at every moment via fuzzy entropy minimization. When applied to emergent virtual organizations the method turns into an evolutionary search in Cyberspace, enabling the finding of best possible collaborators and then clustering them optimally via the fuzzy entropy minimization. Section 2 presents the optimal clustering strategy using fuzzy entropy minimization. Section 3 presents the evolutionary search strategy in an open domain. Section 4 presents simulation results and Section 5 concludes proposing a framework for applying this approach to the emergence holonic virtual enterprises. 
2. OPTIMAL CLUSTERING OF AGENTS VIA FUZZY ENTROPY MINIMIZATION

2.1. Vagueness Modeling in Multi-Agent Systems 
Denote by 
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 agents that belong to the MAS. Based only on the initial uncertain information, one can build a family 
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) can be referred to as a source-plan in the sense that it can be a source of partitions for a MAS plan. Thus, a source-plan is expressed as a collection of 
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, which, as previously stated, quantifies all the available information about MAS. In this framework, we aim to construct a measure of uncertainty, 
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 (from “vagueness”), fuzzy-type, real-valued, defined on the set of all source-plans of 
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The cost function 
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 required in problem (1) will be constructed by using a measure of fuzziness [8]. We present hereafter the steps of this construction.

2.2 Modeling Agent Interactions via Fuzzy Relations.
We model agent interactions through fuzzy relations considering that two agents are in relation if they exchange information. As two agents exchanging information are as well in the same cluster one can describe the clustering configurations using these fuzzy relations. The family of fuzzy relations, 
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 arbitrarily fixed. In construction of the fuzzy relation 
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, one starts from the observation that associating agents in clusters is very similar to grouping them into compatibility or equivalence classes, given a (binary) crisp relation between them. The compatibility properties of reflexivity and symmetry are fulfilled for covers (overlapped clusters), whereas the equivalence conditions of compatibility and transitivity stand for partitions. The corresponding crisp relation denoted by 
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- the characteristic matrix. This matrix allows us to completely specify only the configuration 
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2.3. Fuzzy Entropy as a Measure of Uncertainty in Multi-Agent Systems.
A measures that evaluate “the fuzziness” of a fuzzy set by taking into consideration both the set and its (fuzzy) complement is the Shannon measure, derived from the generalized Shannon’s function: 
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If the argument of this function is a probability distribution, it is referred to as Shannon entropy. If the argument is a membership function defining a fuzzy set, it is refereed to as (Shannon) fuzzy entropy. Denote the fuzzy entropy by 
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Although a unique maximum of Shannon fuzzy entropy (4) exists, we are searching for one of its minima. The required measure of uncertainty, 
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2.4. Building the Optimal Configuration of the Multi-Agent System
According to the previous interpretations, 
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 is the least fuzzy (minimally fuzzy), i.e. the least uncertain source-plan from the family. Its corresponding optimum fuzzy relation 
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Each matrix 
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 in (12) generates a unique clustering configuration of agents over 
[image: image78.wmf]N

A

. Thus, two categories of source-plans emerge: equivalence or holonic source-plans (when 
[image: image79.wmf]0

k

R

 is a similarity relation) and compatibility source-plans (when 
[image: image80.wmf]0

k

R

 is only a proximity relation). 

· When the associated fuzzy relation 
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 is a similarity one, then an interesting property of the MAS is revealed: clusters are associated in order to form new clusters, as in a “clusters within clusters” holonic-like paradigm (see Section 5) [7]. Moreover, a (unique) similarity relation 
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 can be constructed starting from the proximity relation 
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, by computing its transitive closure, following the procedure described at Step 2. Thus, the potential holonic structure of MAS can be revealed, even when it seems to evolve in a non-holonic manner. 

· When 
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 is only a proximity relation, tolerance (compatibility) classes can be constructed as collections of eventually overlapping clusters (covers). This time, the fact that clusters could be overlapping (i.e. one or more agents can belong to different clusters simultaneously) reveals the capacity of some agents to play multiple roles by being involved in several tasks at the same time. 

2.5. Search Model for the Agents that Fit Best the Optimal Configuration
With this the search problem can be defined as a mapping 
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  (e.g. degree by which the agent behavioral description matches the search criteria, etc) onto a relevancy measure r, [8]. The main idea here is to express the informational relevancy as a multivariable function:
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 are the search indexes used in the definition of the fuzzy entropy. To optimize the search means to optimize the function r (2) By establishing the fuzzy model connecting the fuzzy sets of indexes and the weighted relevancy of the agents found, a search strategy is determined as an aggregate of all indexes:

IF (i1 is <label> AND i2 is <label> AND . . . i7 is <label> ) THEN r is <label>

3. EVOLUTIONARY SEARCH FOR THE BEST AGENTS

In this subsection we introduce an iterative, incremental search strategy for the agents that best fit the optimal configuration (11), that expands the search domain over time. For this we use the property of global optimizer inherent in genetic algorithms. Our construction is based on the observation that the search process in a set of agents is analogous to the genetic selection of the most relevant ones relative to the goal of the multi-agent system. 

The genetic operators pm – mutation probability and pc – crossover probability in the probabilistic model that generates the new structures (genotypes) in the evolutionary processes can be defined for a population of distributed agents in a dynamic, open search domain in Cyberspace. In this way the most relevant agents with respect to the goal will be naturally selected as ‘best’ through the evolutionary process. The search problem can be described as follows:

(a): Inside a finite agent domain space search for the most relevant P agents according to a predefined goal. The group of found agents represents the initial population consisting of P members. They are the phenotype. Any evaluated agent has a numerical index encoding its relevancy with respect to the search context (that is the goal). 
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(b): As the search space expands, the members of P are changing continuously, those members with low indexes being eliminated and by this making room for new members found to have higher relevancy indexes. 

(c): For each agent its set of indexes constitutes the genotype. They are numeric (e.g. degrees by which the agent characteristics and/or behaviors match the overall goal – evaluated via casual fuzzy modeling, as explained in the previous Section) and represented as binary strings. Theoretically the index term frequency is defined e.g. on the interval 0% to 100% that means in binary from 000000 to 1100100, therefore seven bits maximum. Concatenating the binary domains for all seven indexes we need 49 bits; therefore in this case the chromosome will have 49 bits length.

(d) The initial population evolves by reproduction based on the two major genetic operators: mutation and crossover which are the probabilistic parameters pm and pc. Each chromosome of the population (i.e. relevancy index) will be randomly affected. The isomorphic consideration of genetic operators in the context of information search process interprets mutation and crossover operators as modeling the probability of finding software agents inside the partial domain considered at each iteration. 

(e) The population's evolution generated from the previous search is controlled by the selection mechanism [9]. This is possible by defining a certain evaluation function as a selection criterion. The essence of this evolutionary search process stems from the recursive modification of the chromosomes of the concatenated indexes in each generation while monitoring the evaluation function. In each iteration all members of the current generation are compared with each other. The best results are placed at the top and the worst are replaced with the new members. The subsequent iteration resumes this process on the partially renewed population (for details see [8]). The link between the evaluation function and the relevancy is made by the search query criterion which is defined as in Section 2 via the fuzzy entropy minimization. 

4. SIMULATION RESULTS

4.1. Optimal Configuration via Fuzzy Entropy Minimisation
Consider a MAS consisting of 
[image: image89.wmf]7

=

N

 agents for which the following roles have emerged after the vagueness minimization procedure was run: (
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). Starting with very parsimonious information about clusters created by couples of agents, each degree of occurrence is assigned to a pair of agents. Although this information is extremely vague, we will be able to construct compatibility and holonic plans as follows.

First the corresponding fuzzy relation 
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 between the 7 agents is built. The corresponding symmetric membership matrix 
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Examining the 4-th row we notice that the manager prefers to work in association with the executive 
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a

 (0.4797) rather than with 
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 (0.4780). He as well chooses to solve problems by itself using the resource 
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 (0.4888) > (0.4797). 

Since this relation is only proximity one, its transitive cover 
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 (which is a similarity relation) is generated. In the membership matrix 
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 only 6 non-unitary largest occurrence degrees remain (as the smallest 15 are eliminated by the procedure).

Assuming that 
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 is optimal, two source-plans (different from the initial one) could be generated: one emerging from 
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 and including (tolerance) covers (with overlapped clusters) and another from 
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, including partitions (with disjoint clusters). By ordering its configurations in decreasing order of their 6 occurrence degrees, Fig. 1, from the holonic source-plan a real plan can be derived. The Shannon fuzzy entropy of the fuzzy relation 
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4.2. Evolutionary Search for the Agents that Best Match the Optimal Configuration
We will evaluate the fuzzy relevancy searching on a domain with N=100 agents registered, using the following three search indexes [8]: 

· Term frequency
[image: image109.wmf]÷

÷

ø

ö

ç

ç

è

æ

×

=

100

1

total

term

n

n

i

; where nterm is the number of times the searched term was matched exactly by agent’s behavioral description. 

· The frequency of occurrence of different forms for the term 
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· The synonyms’ frequency 
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Fig. 1: Holonic Clustering
The goal defining optimal configuration is defined as follows:
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Thus inside the agent domain the most relevant of the total N=100 agents are searched for according to the specified goal as above. In each generation the population of N agents receives randomly new members. Their random nature can be assigned the genetic operators mutation and crossover. This simulation was made with pm=1% and pc=20%. We assumed the maximum domain of any index was 15%.

The new members will have the current informational indexes 
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.  The selection of the best member of a generation (the most relevant document) is made with criteria:
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. We ran this model by adapting a more general program for automatic location problem [10]. 

Fig. 2 shows the mean of the evaluation function for the three indexes of relevancy on successive generations. It is clear how they all converge towards the best generation i.e. the set of agents that best match the search criteria.

Fig. 2. The mean values of search indexes convergence towards the optimal configuration

5. CONCLUSIONS: TOWARDS EMERGENT VIRTUAL ORGANISATIONS

If the agents represent virtual organizations, such as holonic enterprises [11], Fig. 2 the proposed method collapses into a search for the best collaborative partners. The agent domain is in this case the Cyberspace – and not necessarily restricted to a typical agents domain, as long as in this case one can do the search of the web pages that best match the needs of the virtual organization at that time. The entropy minimization ensures that the holonic configuration of the virtual organization is maintained, while the evolutionary search on an open, ever expanding domain ensures that the organization is always ‘renewed’ with the ‘best’ partners for each new goal that is set upon it.
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Fig.3: Holonic Enterprise
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